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             Understanding of language 

                                 Ambiguity is Explosive and Ambiguity is Ubiquitous 

 I  saw a man on a hill with a telescope 



    How can machine understands language 

             One-hot Encoding 
represents word as  one-hot vectors
Drawbacks: inefficiency and no 
similarity representation

a  are been day have how nice see to you 

1 1 1 1 2 2 2 1 1 3

              Bag of Words 
describe the occurrence of words
Drawbacks: orders and structures are 
ignored 



    The breakthrough: training through tasks 
The efficient algorithms of continuous Bag-of-Words model and  continuous Skip-gram model compute  the 
word representations

Using the context words  to predict 
the centre word  

Using the current word to predict 
the context words 



            What about sentences and paragraphs?    
                              Paragraph Vector 

•Training: words prediction using paragraph vector and words vectors
•Prediction: compute paragraph vector with the new paragraph input 



   The algorithm and python implementations 

•Objective function: 

•Training and implementations 

Training algorithm dm_concat Dimension Size Negative Initial learning rate Window_size 

distributed memory  1（Concatenate 
the context 
vectors）

400 2(noisy words) 0.065 10 (maximum 
distance)

distributed bag of words 1（Concatenate 
the context 
vectors） 

400 2(noisy words) 0.065 10 (maximum 
distance)



                      Evaluations and Results
• Linguistic acceptability Judgments ( 10,657 labeled english sentences)          

(two examples from the data set)

         

•  Classification Prediction 

• Logistic regression model accuracy: 0.69 (versus the chance rate: 0.69)
•
•Harry coughed us into a fit
•0
•i shaved myself 
•1
•Anson became a muscle bound 
•1

The professor talked us 0

Anson became a muscle bound 1

samples       True labels            Predictions 

who does john visit sally because he 
likes ?

      0   1

the more does bill smoke , the more 
Susan hates him 

      0   1

the bookcase ran       0   1



 
• IMDB Movie Reviews

• Doc2Vec:  25,000 labelled training samples, 50,000 unlabelled samples
• Sentiment classification task: 25,000 labelled training samples, 25,000 labelled 

testing samples. 

• Sentiment classification task

Models Accuracy

LDA (Latent Dirichlet Allocation) 67.42%

Chance Rate (baseline) 50%

Paragraph Vector 75%

                      Evaluations and Results
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