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1 Introduction

This project contains two chapters. Chapter 2 has two sections. First, we define
the well-formed formulas of the Language of Sentential Logic using Construction
Sequences. Second, we prove the Truth Assignments using the Language of
Sentential Logic. Chapter 3 has two sections. First, we define the Recursion
Theorem. Second, we prove the Truth Assignments using a general formulation
of the Recursion Theorem.

2 Construction Sequences

We want to go through the proof of the Truth Assignment Theorem which is the
Theorem 12A in [1], and we will also discuss some related results.

We will first work out a rigorous definition of well-formed formulas (or simply
formulas or wffs) of Language of Sentential Logic (LSL), using the Construction
Sequences, as mentioned on pages 17 and 35 in [1].

Firstly, we define the operations e_, €., €, €_,, and £.,, which are operations
or arbitrary LSL expressions, by proceeding exactly as at the top of page 17 in
[1]: If @ and [ are arbitrary expressions (a finite sequence of symbols) of LSL
(i.e. not just wifs), then

e-(a) = (—a),
enla,B) = (anp),
ev(a, ) = (v B),
e(a,B) = (a— ),
fo(a, B) = (= B).

Construction Sequences. The definition of Construction Sequences is on
pages 17 and 18 in |1]. A Construction Sequence is a finite sequence (g1, €2, ..., )
of expressions, such that for every ¢ < n, ¢; is either a sentence symbol, or there
are some j < i such that e; = e-(g;), or there are j < i and k < 4 such that
ei = €s(€j,€x), where o is one of =, A, v, —, and <.

We now define wifs as follow.

Well-formed formulas (wffs). An expression « is a wif, if there exists a
construction sequence (g1, €2, ..., £, such that o = ¢,,.

As in [1], if S is any set of sentence symbols, then S is the set of all wifs a such
that every sentence symbol occurring in o belongs to S. Also, o € S, if and only
if @ has a construction sequence {e1, €9, ..., £y, With &, = «a, and every sentence
symbol, belonging to this construction sequence, belongs to S. (See also in [1],
page 20, the paragraph above the Condition 0.) We will call such construction
sequences S-based.



We will now consider an arbitrary truth assignment
v:S—>{T,F}

and we will define, for every S-based construction sequence {e1,¢€9,...,&y), an
associated sequence of truth values (71, 7,...,7,). We will use induction on
positive integers ¢ < n. Thus, for ¢ = 1, €1 has to be a sentence symbol belonging
to S, and we will set 7 = v(ey).

Now suppose that ¢ < n, and 7; is defined for every j. We now consider all
cases as in the definition of the construction sequence: If ¢; is a sentence symbol
belonging to S, we set 7; = v(g;), exactly as when i = 1, following the condition
0., at the bottom of page 20, in [1]. If &; = (—¢;) (i.e. e~(g;)) for some j, we set

o FiijZT,
T\ T i = F

If there exist j < ¢ and k such that ; = es(ej,ex) , where o € {—, A, v, —, <},
then 7; is obtained from 7;, 7, according to the corresponding condition from
among the conditions 2.- 5. at the top of page 21, in [1]. For example, if 0 =—,
then following the condition 4., we set

o FiijzTandizF,
TEAT otherwise.

Thus, the method of induction allows us to conclude that 7; is defined for all
i < n. See also the following example.

Example. Let the construction sequence be (A1, Az, A3, (—As2), (Azv(—A2)), ((Asv
(—'Ag)) <> A1)> Let v : {Al,AQ,Ag} - {F,T,F} be ’U(Al) = F,U(Ag) =
T,v(A3) = F. Then the associated sequence of truth values is 7 = F, 1o =
T,73 = F. Then 7y = F,75 = F,7¢ = T. Hence, {(11,72,73,T4,T5,T6) =
(F,T,F,F,F,T).

The Main Lemma. Let a € S and {61, 02, ..., 0,,) and (g1, €2, ..., £, ) be S-based
construction sequences for «, i.e. a = d,, = &,. Furthermore let (T, 72, ..., T
and (11,74, ...,7,,» be the associated sequences of truth values. Then 7, = 7,,.

The proof uses the Induction Principle (page 18, in [1]), and also the Unique
Readability Theorem as it is stated in the MATH5165 class notes, and also on
p.40 in [1].

Unique Readability Theorem. Let a be a wif of the language sentential
logic. Then exactly one of the following six possibilities happens:

e (1) there is a unique natural number n, such that « is the sentence symbol
Ap;

e (2) there is a unique wif 8, such that « is (—/);
° (3)

(3) there are unique wffs 3, v, such that « is (8 A ¥);



e (4) there are unique wffs 3,~, such that «a is (5 v 7v);
e (5) there are unique wffs 3,~, such that «a is (8 — 7);

e (6) there are unique wffs ,~, such that a is (5 < 7).

Comment. The Unique Readability Theorem is equivalent to saying that every
wif has exactly one parsing by matching appropriate pairs of left and right paren-
theses. Or, using the approach in the Book, every wff has exactly one ancestral
tree. However, as far as a precise mathematical statement is concerned, we
will stay with the formulation of the Unique Readability Theorem given above.
The reason for this is that otherwise we would need to provide a more precise
definition of parsing.

Proof of the Main Lemma.

We want to state the Induction Principle in slightly stronger form, as needed for
the proof of the Lemma above, and of the Theorem 12A. Namely instead of just
dealing with the set of all wifs, we need to state the Induction Principle for the
set S, where S is any set of sentence symbols.

Thus, the Induction Principle for S:

Let S be any set of sentence symbols and .# < S be such that
(1) Sc ., and
(2) .7 is closed under the five formula building operations.

Then .¥ = S.

We set up the proof using the Induction Principle by defining .% to be the set
of those wif a € S for which the statement of the Lemma holds. Hence, we need
to prove that

1. ¢ .7, and

2. 7 is closed under the five formula building operations.

The Induction Principle then allows us to conclude that .# = S. Thus, the
statement of the Lemma holds for every o € S, as designed.

Proof. Proof of 1.. Let (01,09,...,0m) and (1,9, ...,,) be construction se-
quences for a sentence symbol A; belonging to S. Thus §,, = €, = A;. But then
by the definition of the associated construction sequences, we obtain 7, = v(4;)
and 7, = v(A;), hence 7, = 7,,.

Proof of 2.. We first consider domain under —. Hence, let o € .. We want to
prove that (—«a) € .. Thus, let (41,02, ..., 6,y and {1, €9, ..., £, ) be construction
sequences for (—«). Thus §,, = ¢, = (—a), and there exist j and k such that
d; = o and € = . Hence, (01,09, ...,0;) and (€1, €2, ...,€;) both are construc-
tion sequences for a, and (11,72, ..., 7;) and <Ti, Té, v 7'];> are the corresponding

4



associated sequences of truth values. Thus, since a € ., we obtain 7; = 7',;. But
om = (—=0;) and ¢, = (—ey). Hence, if 7; = 7, = T, we obtain 7,,, = 7, = F, and
similarly for 7; = 7']; — F. Thus, 7, = 7,,. Therefore, (—8) € ..

It remains to be shown that .% is closed under the formula building operations
corresponding to the binary sentential connectives. We will do in detail the case
of A. The other three cases are similar, so we will omit them.

Thus, let a, 8 both belong to .. We want to show that (a A ) belongs to ..
Thus, let (41, d2, ..., 0pm ) and (€1, €9, ..., £, ) be construction sequences for (a A 3).
Hence, 6,, = €, = (o A 8) and there exist ¢ and j, and k and [, such that §; = «
and J; = 3, as well as €, = o and ¢; = 3. But then, similarly as with the case
of —, we conclude that 7; = 7',; and 7; = Tll, since « and 8 both belong to .7.
But then 7, = 7'7;, since 7, is obtained from 7; and 7; so that the condition 3.
at the top of page 21 in [1] would hold, and 7, is obtained in a similar manner
from 7, and 7,. Hence, (a A ) € 7.

Thus, as already stated at the beginning of the proof, we conclude that . = S,
and the Lemma is proved.

d

Proceeding to the next stage of the proof of Theorem 12A, we define a set & of
ordered pairs {(a, V), where a € S and V € {F, T} as follows: {a, V) belongs to
2 if and only if there exists a S-based construction sequence (41, d2, ..., o, ) for
a such that the associated sequence of truth values {71, ..., 7, has 7,,, = V.

Comment. Thus for example, if a is ((Ag v (—A2)) <> A;), then the Example
preceding the statement of the Main Lemma, shows that (o, T) € &, where
a = ((As v (—A2)) « Aj), since the last entry, 74, of the associated sequence of
truth values, is T

The Uniqueness Lemma. For every o belonging to S there exists exactly one
V e {F,T} such that (a,V) e Z.

Proof. Let «, belonging to S, be arbitrary. Thus by definition of wffs, a has
a construction sequence, let us say {d1,d2, ..., 0, ), and we can assume that this
construction sequence is S-based. Let (11, T2, ..., i) be the associated sequence
of truth values. Thus {(«, V), where V' = 7,,,, belongs to &. Moreover, suppose
that (o, V) and {a, V') both belong to 2. Thus there exist S-based construction
sequences, {d1, 02, ..., Oy, and (€1, €9, ..., £, ), for a, and the associated sequences,
{T1, 72y ooy Tmy and (11, 75, ..., 7}, of truth values, such that 7,, = V and 7, = V.
But then, we obtain, by the Main Lemma, that V = V’. Hence the Lemma is
proved.

O]

The Uniqueness Lemma shows that the set & satisfies the conditions for defining
a function with domain S and co-domain {7, F'}, or, formally, being a subset of
S x{T, F}, it already is such a function. However, for clarity, we will write down



the definition of this function, calling it h. Thus, for an arbitrary « in S, and
V e {T, F}, we will define

if and only if (o, V) € 2.

Thus clearly, the Uniqueness Lemma is precisely what is needed for h to be a
function with domain S and co-domain {7, F'}.

We will now prove that the function h satisfies the conditions 0.-5. on pages 20
and 21 in [1], that are required of ¥. Thus a function satisfying the conditions
0.-5., required of v, exists, and we can set v = h. Thus in order to complete the
existence part of the proof of the Truth Assignment Theorem, i.e. the Theorem
12A in [1], it remains to show that the conditions 0.-5. hold for h. We now
proceed to do so.

Proof. Condition 0. Suppose that « is a sentence symbol belonging to S, i.e.
a = A, € S. Hence setting £; = A,,, we obtain the construction sequence {(¢;) =
(Ay) for a = A,,, and its associated sequence of truth values is (11) = (v(A4y)).
Thus (e1,71) = {Ap,v(Ay)) belongs to &. Therefore h(A,,) = v(A,), which
shows that the Condition 0. holds for h.

Condition 1. Let ov € S. We need to show that

T if h(a) = F
(=) = {F if h(a) = T.

Thus suppose h(a) = F. Hence {a, F) € &, and therefore there exists a con-
struction sequence {(dy,0d2, ...,0n,) for a and its associated sequence of truth
values (71,79, ...,Tm) with the properties 0,, = a and 7, = F. But then
(61,02, ..., 0m, (—a)) is a construction sequence for (—a), and its associated se-
quence of truth values is (11, T2, ..., T, T'), since 7, = F'. Hence, by the definition
of Z, we obtain ((—a),T) € &. Hence,

h((—a)) =T,

as desired.

We similarly prove that if h(a) = T, then h((—«a)) = F.

Hence the Condition 1. holds for h.

Condition 2. Suppose that o and 3 both belong to S. We need to show that

an M = {5 i

We first suppose that h(a) = h(8) = T. We need to prove that

h((an B)) =T.



Hence {a,T) and {8,T) both belong to &, and therefore there exists a con-
struction sequence {d1, 02, ..., 0,y for v and its associated sequence of truth val-
ues (71,72, ..., Tmy with the properties d,, = a and 7,, = T. And there ex-
ists another construction sequence {e1,¢e2,...,&,) for 5 and its associated se-
quence of truth values <Ti,7'é, ...,TT;> with the properties ¢, = 8 and 7'7/1 =T.
Hence {31, 02, ..., Om, €1, €2, ..., En, (0 A B)) is a construction sequence for (a A f3).
Because the condition 2. holds for the associated truth value sequences, the
associated sequence of truth values for {(d1,02,...,0m,€1,€2,...,en, (@ A B)) is
(1,72, 00y T, T{,Té,...,T, T, since 7, = T and T;l = T. Hence, by the defini-
tion of &2, we obtain ((a A ),T) e . Hence h((a A §)) =T, as desired.

We second suppose that h(a) =T and h(5) = F. We need to prove that

h((a n B)) = F.

Hence (o, T) and (B, F) both belong to #, and therefore there exists a con-
struction sequence (01, d2, ..., &, for o and its associated sequence of truth val-
ues (71,72, ..., m) With the properties ,, = « and 7, = T. And there ex-
ists another construction sequence {e1,¢9,...,&,) for § and its associated se-
quence of truth values (7,7, ..., T,,) with the properties &, = 3 and 7, = F.
Hence (01,02, ..., Om, €1, €2, ..., €n, (0 A B)) is a construction sequence for (a A ).
Because the condition 2. holds for the associated truth value sequences, the
associated sequence of truth values for (41,09, ...,0m, 1,62, ..., en, (@ A B)) is
{1,712, 00, T Ti,Té,...,F,F}, since 7, = 1 and 7';1 = F. Hence, by the defini-
tion of &, we obtain {(a A ), F) e &. Hence h((a A B)) = F, as desired.

We similarly prove that if h(a) = F and h(5) = T, then
W(a n B) = F.
We third suppose that h(a) = F and h(8) = F. We need to prove that

h((a A B)) = F.

Hence {a, F'y and {8, F) both belong to &, and therefore there exists a con-
struction sequence (01, d2, ..., o,y for a and its associated sequence of truth val-
ues (71,72, ..., Tm) With the properties d,, = « and 7,, = F. And there ex-
ists another construction sequence {(e1,¢9,...,&,) for § and its associated se-
quence of truth values <T{,Té, ...,T,,) with the properties &, = § and 7, = F.
Hence (01,02, ..., 0m, €1,€2, ..., En, (@ A B)) is a construction sequence for (o A 3).
Because the condition 2. holds for the associated truth value sequences, the
associated sequence of truth values for (1,02, ...,0m,€1,€2, ..., En, (@ A B)) is
(1,72, .0y F, Tll,Té,...,F, F), since 7, = F and T;L = F. Hence, by the defini-
tion of &2, we obtain ((a A ), F) e &. Hence h((a A B)) = F, as desired.

Therefore, Condition 2. holds for h.
Condition 3. Suppose that o and 3 both belong to S. We need to show that

= O



We first suppose that h(a) = T. We need to prove that if either h(5) = T or
h(B) = F, we always have

h(avB) =T
Thus, we prove this by cases.

Casel. Assume h(f) = T. Hence (o, T and {/3,T) both belong to #, and there-
fore there exists a construction sequence {d1, da, ..., 0, for o and its associated
sequence of truth values (71,7, ..., o, ) with the properties d,, = a and 7,,, = T
And there exists another construction sequence {¢1,¢e2,...,,) for 8 and its as-
sociated sequence of truth values <7‘1, Té, e 7',/1> with the properties €, = 5 and
T,/L = T. Hence (01,02, ..., Om, €1,£2, ..., n, (a v B)) is a construction sequence for
(avv B). Because the condition 3. holds for the associated truth value sequences,
the associated sequence of truth values for (01,02, ..., 0, €1,€2, ..., En, (@ v B)) is
G T T{,Té, o, T,T), since 1, = T and 7',; = T. Hence, by the definition
of Z, we obtain {(a v B3),T) e Z.

Case2. Assume h(3) = F. Hence (o, Ty and {, F') both belong to Z, and there-
fore there exists a construction sequence {d1, 92, ..., 0,y for o and its associated
sequence of truth values (11, 79, ..., s, ) with the properties d,, = o and 7, = T..
And there exists another construction sequence {(¢1, ¢, ...,&,) for § and its as-
sociated sequence of truth values <7'1, Té, e ’7'7/1> with the properties €,, = [ and
7',/1 = F. Hence (01,02, ..., 0m,€1,€2, ..., En, (a v B)) is a construction sequence for
(avv B). Because the condition 3. holds for the associated truth value sequences,
the associated sequence of truth values for {d1, 2, ..., 0m,€1,€2, ..., en, (@ v B)) is
(1,72, 00y T 7'1,’7’;, .., F,T), since 7., = T and T; = F'. Hence, by the definition
of &, we obtain {(a v 3),T) € 2.

Hence h((a v ) =T, as desired.
We similarly prove that if h(8) = T and either h(a) = T or h(a) = F', then

h((av B)) =T.
We third suppose that h(a) = F and h(3) = F. We need to prove that

h((av B)) = F.

Hence {«, F) and {3, F) both belong to &, and therefore there exists a con-
struction sequence {d1, 02, ..., 0,y for a and its associated sequence of truth val-
ues (71,72, ..., Tm,y with the properties 0,, = « and 7, = F. And there ex-
ists another construction sequence {(e1,e9,...,6,) for 5 and its associated se-
quence of truth values <7‘{,7‘é, ...,T;L> with the properties ¢, = § and 77; = F.
Hence (01,02, ..., Om, €1, €2, ..., En, (@ v B)) is a construction sequence for (a v 3).
Because the condition 3. holds for the associated truth value sequences, the
associated sequence of truth values for (1,02, ...,0m,€1,€2, ..., n, (@ v B)) is
(11,72, .0y, F, T{,Té,...,F,F% since 7, = F and 7, = F. Hence, by the defini-
tion of &2, we obtain {(a v ), F) e &. Hence h((a v 3)) = F, as desired.

Therefore, Condition 3. holds for h.



Condition 4. Suppose that o and 3 both belong to S. We need to show that

Mwﬂﬁnz{iﬁmszmmmm:F

otherwise .

We first suppose that h(a) = T and h(8) = F. We need to prove that
h((aw > B)) = F.

Hence {a,T) and {3, F)) both belong to &, and therefore there exists a con-
struction sequence {d1, 02, ..., 0y, for a and its associated sequence of truth val-
ues (71,72, ..., Tmy With the properties d,, = « and 7,,, = T. And there exists
another construction sequence {e1, €9, ...,£,) for B and its associated sequence
of truth values (7,7, ..., 7, with the properties &, = 3 and 7, = F. Hence
(61,09, coey O, €1,€2, ...y Eny (0 — B)) is a construction sequence for (o — f).
Because the condition 4. holds for the associated truth value sequences, the
associated sequence of truth values for (01,92, ...,0m,€1,€2, ..., n, (& — [B)) is
(1,72, 00y T 7'1,’7’;, e, F, F), since 7, = T and ’7',; = F. Hence, by the definition
of &, we obtain {(a — ), F) e &. Hence h((a — 3)) = F, as desired.

We second suppose that h(a) =T and h(5) = T. We need to prove that

h((o— B)) = T

Hence {a,T) and {3,T) both belong to &, and therefore there exists a con-
struction sequence {d1, 02, ..., 0,y for v and its associated sequence of truth val-
ues {(T1, T2, ..., Tm, With the properties §,, = « and 7,,, = 7. And there exists
another construction sequence {e1, €9, ...,&£,) for B and its associated sequence
of truth values <Ti,7'é, ...,T;> with the properties ¢, = 8 and T;l = T. Hence
(01,092, .oey O, €1,€2, .-y En,y (0 — [)) 18 a construction sequence for (a — ).
Because the condition 4. holds for the associated truth value sequences, the
associated sequence of truth values for (01,92, ...,0m,€1,€2, ..., En, (& — [B)) is
(1,72, 00y T, T{,Té, ., T, T, since 7,, = T and T;l = T. Hence, by the definition
of Z, we obtain {(a — ), T) e &. Hence h((a — f)) =T, as desired.

We third suppose that h(a) = F and h(f) = T. We need to prove that

h(a—B) =T

Hence {«, F') and {f,T) both belong to #, and therefore there exists a con-
struction sequence {41, 02, ..., 0,y for o and its associated sequence of truth val-
ues (71,72, ..., Tm, With the properties J,, = a and 7,,, = F. And there exists
another construction sequence {¢1, &9, ...,&,) for 8 and its associated sequence
of truth values <7'1,,Té, ...,T,) with the properties ¢, = 3 and 7'7; = T. Hence
(01,02, ey Om,€1,€2, ..., En, (& — B)) is a construction sequence for (a — f3).
Because the condition 4. holds for the associated truth value sequences, the
associated sequence of truth values for (01,99, ...,0m,€1,€2, ..., En, (. — B)) is
(11,72 .0y F, T{,Té, ., T, T, since 7, = F and TT; = T. Hence, by the definition
of Z, we obtain {(a — ), T) € &. Hence h((a — f)) =T, as desired.



We fourth suppose that h(a) = F and h(3) = F. We need to prove that

h((a = B)) =T.

Hence {«, F') and {3, F) both belong to &, and therefore there exists a con-
struction sequence (01, d2, ..., &, for a and its associated sequence of truth val-
ues {71, T2, ..., Tm,) With the properties d,, = o and 7, = F. And there exists
another construction sequence {(e1, €9, ...,e,) for § and its associated sequence
of truth values (r;,7y, ..., 7,,» with the properties €, = § and 7,, = F. Hence
(01,02, ey O, €1,€2, ..., En, (& — B)) is a construction sequence for (a — f3).
Because the condition 4. holds for the associated truth value sequences, the
associated sequence of truth values for (01,99, ..., 0m,€1,€2, ..., En, (0 — B)) 18
{(T1,72, .0y F, Ti, Té, ., B\ T, since 1,,, = F and T,/L = F. Hence, by the definition
of &, we obtain {(a — 3),T) e &. Hence h((a — B)) =T, as desired.

Therefore, Condition 4. holds for h.
Condition 5. Suppose that o and 3 both belong to S. We need to show that

a8 =1 e

We first suppose that h(a) = h(3). We need to prove that
h((a e B) =T.

We consider two cases.

Casel. Assume h(a) = h(f) = T. Hence {«,T) and {§,T) both belong to &,
and therefore there exists a construction sequence {d1,da, ..., 0,y for o and its
associated sequence of truth values (71,72, ..., ) with the properties 6, = «
and 7, = T. And there exists another construction sequence {(e1,¢e2,...,ep)
for # and its associated sequence of truth values <Ti, Té, e 7';L> with the prop-
erties ¢, = B and 7, = T. Hence (31,02, ...,0m,€1,€2, ...sen, (0 — )} is a
construction sequence for (o <> (). Because the condition 5. holds for the
associated truth value sequences, the associated sequence of truth values for
<(51,52/, s Oy €1,€9y oy €y (0 o B)) is (70, T2, ooy T, Ty, Ty ooy T, T, since 7 = T
and 7,, = T'. Hence, by the definition of &2, we obtain ((a « 3),T) € &. Hence
h((cv < B)) =T, as desired.

Case2. Assume h(a) = h() = F. Hence {«, F) and {3, F') both belong to 2,
and therefore there exists a construction sequence {d1,d2, ..., 0, ) for o and its
associated sequence of truth values (11,72, ..., ) with the properties 6, = «
and 7, = F. And there exists another construction sequence {e1,¢€2,...,En)
for 5 and its associated sequence of truth values <7‘{, Té, ...,T;L> with the prop-
erties ¢, = [ and T,'L = F. Hence (1,02, ...,0m,€1,€2,...,en, (@ < [B)) is a
construction sequence for (o < ). Because the condition 5. holds for the
associated truth value sequences, the associated sequence of truth values for
<51,52/, s Oy €1,€9y oy €y (0 o B)) i8 (71, T2, .o, F, 7y, Ty, ooy F, T, since 7, = F
and 7,, = F. Hence, by the definition of &2, we obtain ((a < 3),T) € &. Hence
h((a < B)) =T, as desired.
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We second suppose that h(a) # h(5). We need to prove that
h((a < B)) = F.

We consider two cases.

Casel. Assume h(a) = T and h(B) = F. Hence {«,T) and {3, F') both belong
to &, and therefore there exists a construction sequence {41, da, ..., o, for @ and
its associated sequence of truth values {7y, 7o, ..., 7, » with the properties d,, = «
and 7, = T. And there exists another construction sequence {e1,¢e2,...,&,)
for 8 and its associated sequence of truth values <Ti, Té, ...,T;Z> with the prop-
erties €, = [ and T,/l = F. Hence (01,02, ...,0m,€1,€2,...,en, (@ < [)) is a
construction sequence for (o <> ). Because the condition 5. holds for the
associated truth value sequences, the associated sequence of truth values for
(61,092, coey Oy €1,€2 «oey Eny (v > B)) s {11, T2, ..., T, T{,Té, o, FyF), since 1, =T
and 7, = F. Hence, by the definition of 2, we obtain {(a < ), F) € &. Hence
h((a <> 8)) = F, as desired.

Case2. Assume h(a) = F' and h(5) = T. We similarly prove h((a < §)) = F.
Therefore, Condition 5. holds for h. O

We have thus completed the proof that a function v satisfying the Conditions
0.-5., in the Theorem 12A, exists. It remains to prove the uniqueness part of the
theorem.

Let S be any set of sentence symbols, and assume that v : S — {F,T'} is a truth
assignment. Show there is at most one extension ¥ meeting Conditions 0.-5..

Proof. We prove the uniqueness part of the theorem by induction principle. Sup-
pose v is a truth assignment and v7, T3 are two functions satisfying the conditions
for . We prove by induction principle that v7(«) = v2(«) for all wifs a.

Base Case: If a is a sentence symbol belonging to S, then by Conditions 0.,
5i(a) = (@) = Ta(a).

Induction Case: Suppose v1(®) = Ta(w). We need to show that v1((—«)) =
T3((—a)). Assume v7(a) = T. Then 77((—«)) = F by Condition 1.. Since
(o) = v2(a), then v3(er) = T. Then 73((—«)) = F, by Condition 1.. Thus,
71((—a)) = F = w3((—«)). The case of t7(a) = F is similar. Therefore,
71((—a)) = v3((—a)) has been proved.

Suppose v1(a) = v2(a) and v1(5) = v2(B).

First, we need to show vi((a A f)) = T2((a A (). Assume v1(a) = T and
v1(B) = T. Then v1((a A B)) = T, by Condition 2.. Since 71(«) = Tz(«r) and
v1(8) = 52(B), then 13(a) = T and 53(8) = T. Then B3((a A B)) = T
Condition 2.. Thus, v7((a A B)) = T = B2((a A B)). Therefore, v7((a A B)) =
v2((e A B))-

Next assume that not both v1(ar) = T and v1(8) = T. Hence by Condition
2. 7i((a A B)) = F. Also 1z2(a) = 71(er) and v2(8) = v1(5), hence not both
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v3(a) = T and v3(8) = T. Hence, by Condition 2., v3((av A 8)) = F. Thus,
vi((a A p)) = F =va((a A B)). Therefore, v1((a A B)) = D2((x A ).

Second, we consider the case v. Assume v1(a) = T or v1(8) = T (or both).
Then v1((a v 5)) = T, by Condition 3.. Since v7(a) = v2(«) and v1(8) = v2(5),
then v3(a) = T or 13(8) = T (or both). Then v3((cv v 3)) = T, by Condition 3..
Thus, v1((a v B)) =T = v2((a v 3)). Therefore, v1((a v 5)) = v2((x v B)).

Next assume v7(«) = F and v1(8) = F. Then v1((a v 8)) = F, by Condition
3.. Since v1(a) = Dz(er) and v1(B) = U3(f), then Tz(a) = F and v3(f) = F.
Then v3((a v 8)) = F, by Condition 3.. Thus, v1((a v 5)) = F = v2((ax v B)).
Therefore, v7((a v 5)) = T2((a v B)).

Third, we consider the case —. Assume T7(a) = T and v7(8) = F. Then
71((a — B)) = F, by Condition 4.. Since 77(«) = T2(«) and 77(8) = v2(8), then
U3(a) = T and 72(B) = F. Then v3((a — j3)) = F, by Condition 4.. Thus,
Bi((a — §)) = F = 53((a — f)). Therefore, 71((a — §)) = T3((c — 5)).

Next we consider the three remaining assumptions of —. Those are v7(a) = F
and v1(8) = T, vi(a) = v1(B) = T, and v1(a) = v1(S) = F. By Condition 4.,
71 ((a — B)) = T satisfies for all the three assumptions. Since 77(«) = Tz(«) and
v1(B) = v2(B), then v3(«) and vz(S) satisfies one the three assumptions, those
are U3(a) = F and 13(B) = T, 13(a) = v2(B) = T, or U3(a) = v2(f) = F. Then
72(( — B)) = T, by Condition 4.. Thus, 77((av — B)) = T = t2((ax — f)).
Therefore, v71((a — 5)) = v2((a — 5)).

Fourth, we consider the case «». Assume 77 («) = 77(). Then 77((a < 5)) =T,
by Condition 5.. Since v7(«) = U3(a) and v7(5) = v2(8), then Ta(a) = v2(B).
Then v3((a <> 8)) = T, by Condition 5.. Thus, v1((av <> ) =T = v2((ax < B)).
Therefore, 77 ((a « f)) = 2((a < f)).

Next assume 07(a) # 01(f). Then vi((a < B3)) = F, by Condition 5.. Since
vi(a) = 13(e) and v1(8) = v2(B), then 13() # v2(B). Then v3((v < B)) = F,
by Condition 5.. Thus, 77((a « §)) = F = 03((a < )). Therefore, v7((ax <
B)) = va((a < B)).

Thus, we proved that there is at most one extension v meeting conditions 0.-5..
Therefore, we proved the uniqueness part of the theorem.

O

3 Recursion

We want to consider a general situation where we are given a set U, and a family
% of functions such that for every f € %, the domain of f is U™ for some n > 0,
the co-domain of f is U, i.e. f: U™ — U. Such a function f is called n-ary. For
the sake of clarity, when n = 0, then we consider f to be an element of U, i.e.
f €U is a constant.

We are furthermore given a subset B of U. We now make the following Definition.
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Definition 1. A subset C' € U is generated from B by .# if the following three
conditions hold:

(a) Bc C,
(b) For every n-ary function f € .%, f(C") < C, and

(c) If C" is a proper subset of C such that B < C’, then for some natural number
n, and an n-ary f € .Z, f((C")") € C".

Comment. Any subset C' of U, for which the condition (b) holds, is called .7-
closed. Thus the conditions (b) and (c) together say that C is .#-closed, but no
proper subset of C, which contains B, is .#-closed. Furthermore, C is generated
from B by & if B < C, C is #-closed, and no proper subset of C, containing
B, is .%-closed.

Theorem. With the above notation and Definitions, there exists a unique subset
C, of U, generated from B by .%.

Definition 2. With the notation introduced above, we say that a subset C', of
U, is freely generated from B by .# if C' is generated from B by .# (see Definition
1.), and the following three conditions holds:

e F1. Every f in % is one-to-one on C;

e F2. For every f in .Z, the range of f on C is disjoint from B, i.e. f(C)n
B = ; and

e F3. For every f1 and fo in .# | if f1 # f2, then the ranges of f; and f, are
disjoint on C, i.e. f1(C) n fo(C) = 0.

We frequently encounter the following situation. We are given a function h :
B — V', where V is some set of “values”, and we want to extend, i to a function
h: C — V, assigning “values” to all elements of C, according to some “rules”
associated with the functions in .#: Such an extension h exists when C is freely
generated from B by #. The following Recursion Theorem contains a rigorous
formulation of the preceding informal comments.

In addition to the function h : B — V, we are also given, for each f € 7, a

corresponding “rule” f, which has the property that, if f is n-ary, then f : V" —
V.

Recursion Theorem. Suppose that C is freely generated from B by 7, h :
B — V, and each f in % has an associated f as described above.

Then there is a unique function h : C — V satisfying the following conditions:
(i) For = in B, h(z) = h(z);

(i) For every f € .Z, if f is n-ary, then for every x1, 2, ..., ¥, € C, h(f (21,72, ..., Tn)) =

f(h(z1), h(z2), ..., h(zy)).

We will now show how the Truth Assignment Theorem (Theorem 12 A, p.23 in
[1]) can be obtained as a consequence of the Recursion Theorem. We begin by
specifying the parameters for the desired application of the Recursion Theorem.
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We will set U to be the set of all LSL-expressions, and .% = {e_,e,,¢,,6,,66}
be the set of the formula-building operations, as explained at the beginning of the
paper, on p.2. Thus e, : U — U is unary, and the remaining four e,,¢,,e_, €
mapping U? — U, are binary.

We also set B = .S, where S is an arbitrary set of sentence symbols.

Furthermore we set V' = {T,F} to be the set of truth values and we define
€.:V - V,and €,,€,,5,,65, : V2 - V in accord with the conditions 1.-5.
on pages 20, 21 in [1], i.e. €.(T) = F,e_(F) = T;e.(T,T) = T,e,(T,F) =
EAFT) = e (FF) = F;e,(T,T) = ¢,(T,F) = £,(F,T) = T,e\,(F,F) =
F,el(T\T) =L (F\T) =, (F,F) =T,e,(T,F) = F;e,(T,T) =L (F,F) =
T,eL(T,F) =eL(F,T) = F.

We now observe that the set S, which is the set of all wifs a, such that every
sentence symbol occurring in « belongs to S, is a freely generated subset of
the set U of all LSL expressions, with the set B of the generating elements
being S, and the set of generating functions .# being {¢-,e.,ey,6-,6}. This
fact is simply the Unique Readability Theorem for the wffs of LSL. In addition
to the class notes, this Theorem is stated on page 40 in [1], and we also rely
on this theorem in the proof of the Main Lemma earlier in the paper. Thus
to obtain the Truth Assignment Theorem as an application of the Recursion
Theorem, we will set C = S. We finally set h : B — V to be an arbitrary
truth assignment v : S — {T, F'}. It is then clear from the preceding discussion
that all assumptions of the Recursion Theorem hold, and thus there exists a
unique function ¥ = h : S — {T, F'} satisfying the conditions (i) and (ii) of the
Recursion Theorem.

It thus remains to verify that the condition function v : S — {T', F'} we obtained.
Similarly as in our first prove of the Theorem 12A, it remains to verify that the
conditions 0.-5. hold for the function v : S — {T, F'} we just obtained.

We now proceed to do so.

Condition 0. Suppose that « is a sentence symbol belonging to S, i.e. a« = A, €
S. But in our application of the Recursion Theorem, we have set B = S, and
thus by the condition (i) in the statement of the Recursion Theorem, we obtain
h(a) = h(a), i.e. B(a) = v(a), having set h = v. Hence the Condition 0. holds.

Condition 1. Let v € S. We need to show that

_ T ifo(a) = F
ol((ma)) = {F if o) =T

In our application of the Recursion Theorem we have set C = S, and we have
e- € %, and the condition (b) of Definition 1 holds. Hence, e—.(a) = (—a) € C' =
S. Thus by the condition (ii) of the Recursion Theorem, we obtain h(e—(a)) =
- (h(a)), i.e.
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(-a) = @) = { 1 o) _ 7

in accord with the specification of €_,. Thus the Condition 1. holds.
Condition 2. Let o and 3 both belong to S. We need to show that

warm = {5 i

In our application of the Recursion Theorem we have set C = S, and we have
en € #, and the condition (b) of Definition 1 holds. Hence, ¢, («, ) = (o A
B) € C = S. Thus by the condition (ii) of the Recursion Theorem, we obtain

R (@, B)) = €. (@), K(B)), ie.

(e A B)) =€ (0(),D(B)) = {? ! ﬁ(gt)h:r\?v(if(j -

in accord with the specification of €,. Thus the Condition 2. holds.
Condition 3. Let o and /3 both belong to S. We need to show that

v((av B)) = {g ifv(a) =T (?Eh@eiﬁ,)is: T (or both)

In our application of the Recursion Theorem we have set C = S, and we have
e, € %, and the condition (b) of Definition 1 holds. Hence, ¢, (o, 3) = (a v
B) € C = S. Thus by the condition (ii) of the Recursion Theorem, we obtain

E(Ev(a’ﬁ)) =&y (h(a)vﬁ(ﬁ)% Le.

_ ISP T ifv(a) =T or v(B) =T (or both)
tl(a v 8) = & () o(9) - { or 6) =

in accord with the specification of €7,. Thus the Condition 3. holds.
Condition 4. Let o and 3 both belong to S. We need to show that

3((a — B)) = {1; if 5(a) =T and v(B) = F

otherwise.

In our application of the Recursion Theorem we have set C = S, and we have
e_, € .%, and the condition (b) of Definition 1 holds. Hence, ¢_,(a, ) = (o —
B) € C = S. Thus by the condition (ii) of the Recursion Theorem, we obtain

h(e_(a, B)) = €= (h(a), h(B)), ie.
(e — B)) = £ (0(a), B(B)) = { P if7(a) = T and 0(6) = F

in accord with the specification of €7,. Thus the Condition 4. holds.
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Condition 5. Let o and 3 both belong to S. We need to show that

LCETIES P g

In our application of the Recursion Theorem we have set C = S, and we have
€ € Z, and the condition (b) of Definition 1 holds. Hence, e, (a, 8) = (a <
B) € C = S. Thus by the condition (ii) of the Recursion Theorem, we obtain

Az, 8)) = £2.(A(0), A(B)), ie.

(o < ) = e (v(a), 7(B)) = {? ' g‘sl?e)rv:vlz )

in accord with the specification of €,. Thus the Condition 5. holds.

4  Conclusion

In this paper, we have proved the Truth Assignment Theorem for the language of
sentential logic. We have done this in two different ways. In the first approach,
we have proved the theorem “directly”, i.e. we have provided a complete proof
with the exception that we are using the Unique Readability Theorem for the
language of sentential logic without proof. In the second approach, we derive
the Truth Assignment Theorem as a consequence of a general formulation of
the Recursion Theorem. We again use the Unique Readability Theorem without
proof.
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