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1 Introduction

This project contains two chapters. Chapter 2 has two sections. First, we define
the well-formed formulas of the Language of Sentential Logic using Construction
Sequences. Second, we prove the Truth Assignments using the Language of
Sentential Logic. Chapter 3 has two sections. First, we define the Recursion
Theorem. Second, we prove the Truth Assignments using a general formulation
of the Recursion Theorem.

2 Construction Sequences

We want to go through the proof of the Truth Assignment Theorem which is the
Theorem 12A in [1], and we will also discuss some related results.

We will first work out a rigorous definition of well-formed formulas (or simply
formulas or wffs) of Language of Sentential Logic (LSL), using the Construction
Sequences, as mentioned on pages 17 and 35 in [1].

Firstly, we define the operations ε , ε^, ε_, εÑ, and εØ, which are operations
or arbitrary LSL expressions, by proceeding exactly as at the top of page 17 in
[1]: If α and β are arbitrary expressions (a finite sequence of symbols) of LSL
(i.e. not just wffs), then

ε pαq “ p αq,

ε^pα, βq “ pα^ βq,

ε_pα, βq “ pα_ βq,

εÑpα, βq “ pαÑ βq,

εØpα, βq “ pαØ βq.

Construction Sequences. The definition of Construction Sequences is on
pages 17 and 18 in [1]. A Construction Sequence is a finite sequence xε1, ε2, ..., εny
of expressions, such that for every i ď n, εi is either a sentence symbol, or there
are some j ă i such that εi “ ε pεjq, or there are j ă i and k ă i such that
εi “ ε˝pεj , εkq, where ˝ is one of  ,^,_,Ñ, and Ø.

We now define wffs as follow.

Well-formed formulas (wffs). An expression α is a wff, if there exists a
construction sequence xε1, ε2, ..., εny such that α “ εn.

As in [1], if S is any set of sentence symbols, then S is the set of all wffs α such
that every sentence symbol occurring in α belongs to S. Also, α P S, if and only
if α has a construction sequence xε1, ε2, ..., εny, with εn “ α, and every sentence
symbol, belonging to this construction sequence, belongs to S. (See also in [1],
page 20, the paragraph above the Condition 0.) We will call such construction
sequences S-based.
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We will now consider an arbitrary truth assignment

v : S Ñ tT, F u

and we will define, for every S-based construction sequence xε1, ε2, ..., εny, an
associated sequence of truth values xτ1, τ2, ..., τny. We will use induction on
positive integers i ď n. Thus, for i “ 1, ε1 has to be a sentence symbol belonging
to S, and we will set τ1 “ vpε1q.

Now suppose that i ď n, and τj is defined for every j. We now consider all
cases as in the definition of the construction sequence: If εi is a sentence symbol
belonging to S, we set τi “ vpεiq, exactly as when i “ 1, following the condition
0., at the bottom of page 20, in [1]. If εi “ p εjq (i.e. ε pεjq) for some j, we set

τi “

"

F if τj “ T,
T if τj “ F.

If there exist j ă i and k such that εi “ ε˝pεj , εkq , where ˝ P t ,^,_,Ñ,Øu,
then τi is obtained from τj , τk according to the corresponding condition from
among the conditions 2.- 5. at the top of page 21, in [1]. For example, if ˝ “Ñ,
then following the condition 4., we set

τi “

"

F if τj “ T and τk “ F,
T otherwise.

Thus, the method of induction allows us to conclude that τi is defined for all
i ď n. See also the following example.

Example. Let the construction sequence be xA1, A2, A3, p A2q, pA3_p A2qq, ppA3_

p A2qq Ø A1qy. Let v : tA1, A2, A3u Ñ tF, T, F u be vpA1q “ F, vpA2q “

T, vpA3q “ F . Then the associated sequence of truth values is τ1 “ F, τ2 “
T, τ3 “ F . Then τ4 “ F, τ5 “ F, τ6 “ T . Hence, xτ1, τ2, τ3, τ4, τ5, τ6y “
xF, T, F, F, F, T y.

The Main Lemma. Let α P S and xδ1, δ2, ..., δmy and xε1, ε2, ..., εny be S-based
construction sequences for α, i.e. α “ δm “ εn. Furthermore let xτ1, τ2, ..., τmy
and xτ 11, τ

1
2, ..., τ

1
ny be the associated sequences of truth values. Then τm “ τ 1n.

The proof uses the Induction Principle (page 18, in [1]), and also the Unique
Readability Theorem as it is stated in the MATH5165 class notes, and also on
p.40 in [1].

Unique Readability Theorem. Let α be a wff of the language sentential
logic. Then exactly one of the following six possibilities happens:

• (1) there is a unique natural number n, such that α is the sentence symbol
An;

• (2) there is a unique wff β, such that α is p βq;

• (3) there are unique wffs β, γ, such that α is pβ ^ γq;
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• (4) there are unique wffs β, γ, such that α is pβ _ γq;

• (5) there are unique wffs β, γ, such that α is pβ Ñ γq;

• (6) there are unique wffs β, γ, such that α is pβ Ø γq.

Comment. The Unique Readability Theorem is equivalent to saying that every
wff has exactly one parsing by matching appropriate pairs of left and right paren-
theses. Or, using the approach in the Book, every wff has exactly one ancestral
tree. However, as far as a precise mathematical statement is concerned, we
will stay with the formulation of the Unique Readability Theorem given above.
The reason for this is that otherwise we would need to provide a more precise
definition of parsing.

Proof of the Main Lemma.

We want to state the Induction Principle in slightly stronger form, as needed for
the proof of the Lemma above, and of the Theorem 12A. Namely instead of just
dealing with the set of all wffs, we need to state the Induction Principle for the
set S, where S is any set of sentence symbols.

Thus, the Induction Principle for S:

Let S be any set of sentence symbols and S Ď S be such that

(1) S Ď S , and

(2) S is closed under the five formula building operations.

Then S “ S.

We set up the proof using the Induction Principle by defining S to be the set
of those wff α P S for which the statement of the Lemma holds. Hence, we need
to prove that

1. S Ď S , and

2. S is closed under the five formula building operations.

The Induction Principle then allows us to conclude that S “ S. Thus, the
statement of the Lemma holds for every α P S, as designed.

Proof. Proof of 1.. Let xδ1, δ2, ..., δmy and xε1, ε2, ..., εny be construction se-
quences for a sentence symbol Aj belonging to S. Thus δm “ εn “ Aj . But then
by the definition of the associated construction sequences, we obtain τm “ vpAjq

and τ
1

n “ vpAjq, hence τm “ τ
1

n.

Proof of 2.. We first consider domain under  . Hence, let α P S . We want to
prove that p αq P S . Thus, let xδ1, δ2, ..., δmy and xε1, ε2, ..., εny be construction
sequences for p αq. Thus δm “ εn “ p αq, and there exist j and k such that
δj “ α and εk “ α. Hence, xδ1, δ2, ..., δjy and xε1, ε2, ..., εky both are construc-
tion sequences for α, and xτ1, τ2, ..., τjy and xτ

1

1, τ
1

2, ..., τ
1

ky are the corresponding
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associated sequences of truth values. Thus, since α P S , we obtain τj “ τ
1

k. But
δm “ p δjq and εn “ p εkq. Hence, if τj “ τ

1

k “ T , we obtain τm “ τ
1

n “ F , and
similarly for τj “ τ

1

k “ F . Thus, τm “ τ
1

n. Therefore, p δq P S .

It remains to be shown that S is closed under the formula building operations
corresponding to the binary sentential connectives. We will do in detail the case
of ^. The other three cases are similar, so we will omit them.

Thus, let α, β both belong to S . We want to show that pα^ βq belongs to S .
Thus, let xδ1, δ2, ..., δmy and xε1, ε2, ..., εny be construction sequences for pα^βq.
Hence, δm “ εn “ pα^ βq and there exist i and j, and k and l, such that δi “ α
and δj “ β, as well as εk “ α and εl “ β. But then, similarly as with the case
of  , we conclude that τi “ τ

1

k and τj “ τ
1

l , since α and β both belong to S .
But then τm “ τ

1

n, since τm is obtained from τi and τj so that the condition 3.
at the top of page 21 in [1] would hold, and τ

1

n is obtained in a similar manner
from τ

1

k and τ
1

l . Hence, pα^ βq P S .

Thus, as already stated at the beginning of the proof, we conclude that S “ S,
and the Lemma is proved.

Proceeding to the next stage of the proof of Theorem 12A, we define a set P of
ordered pairs xα, V y, where α P S and V P tF, T u as follows: xα, V y belongs to
P if and only if there exists a S-based construction sequence xδ1, δ2, ..., δmy for
α such that the associated sequence of truth values xτ1, ..., τmy has τm “ V .

Comment. Thus for example, if α is ppA3 _ p A2qq Ø A1q, then the Example
preceding the statement of the Main Lemma, shows that xα, T y P P, where
α “ ppA3 _ p A2qq Ø A1q, since the last entry, τ6, of the associated sequence of
truth values, is T .

The Uniqueness Lemma. For every α belonging to S there exists exactly one
V P tF, T u such that xα, V y PP.

Proof. Let α, belonging to S, be arbitrary. Thus by definition of wffs, α has
a construction sequence, let us say xδ1, δ2, ..., δmy, and we can assume that this
construction sequence is S-based. Let xτ1, τ2, ..., τmy be the associated sequence
of truth values. Thus xα, V y, where V “ τm, belongs to P. Moreover, suppose
that xα, V y and xα, V 1y both belong to P. Thus there exist S-based construction
sequences, xδ1, δ2, ..., δmy and xε1, ε2, ..., εny, for α, and the associated sequences,
xτ1, τ2, ..., τmy and xτ 11, τ

1
2, ..., τ

1
ny, of truth values, such that τm “ V and τ 1n “ V 1.

But then, we obtain, by the Main Lemma, that V “ V 1. Hence the Lemma is
proved.

The Uniqueness Lemma shows that the set P satisfies the conditions for defining
a function with domain S and co-domain tT, F u, or, formally, being a subset of
SˆtT, F u, it already is such a function. However, for clarity, we will write down
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the definition of this function, calling it h. Thus, for an arbitrary α in S, and
V P tT, F u, we will define

hpαq “ V,

if and only if xα, V y PP.

Thus clearly, the Uniqueness Lemma is precisely what is needed for h to be a
function with domain S and co-domain tT, F u.

We will now prove that the function h satisfies the conditions 0.-5. on pages 20
and 21 in [1], that are required of v. Thus a function satisfying the conditions
0.-5., required of v, exists, and we can set v “ h. Thus in order to complete the
existence part of the proof of the Truth Assignment Theorem, i.e. the Theorem
12A in [1], it remains to show that the conditions 0.-5. hold for h. We now
proceed to do so.

Proof. Condition 0. Suppose that α is a sentence symbol belonging to S, i.e.
α “ An P S. Hence setting ε1 “ An, we obtain the construction sequence xε1y “
xAny for α “ An, and its associated sequence of truth values is xτ1y “ xvpAnqy.
Thus xε1, τ1y “ xAn, vpAnqy belongs to P. Therefore hpAnq “ vpAnq, which
shows that the Condition 0. holds for h.

Condition 1. Let α P S. We need to show that

hpp αqq “

"

T if hpαq “ F
F if hpαq “ T.

Thus suppose hpαq “ F . Hence xα, F y P P, and therefore there exists a con-
struction sequence xδ1, δ2, ..., δmy for α and its associated sequence of truth
values xτ1, τ2, ..., τmy with the properties δm “ α and τm “ F . But then
xδ1, δ2, ..., δm, p αqy is a construction sequence for p αq, and its associated se-
quence of truth values is xτ1, τ2, ..., τm, T y, since τm “ F . Hence, by the definition
of P, we obtain xp αq, T y PP. Hence,

hpp αqq “ T,

as desired.

We similarly prove that if hpαq “ T , then hpp αqq “ F .

Hence the Condition 1. holds for h.

Condition 2. Suppose that α and β both belong to S. We need to show that

hppα^ βqq “

"

T if hpαq “ hpβq “ T
F otherwise .

We first suppose that hpαq “ hpβq “ T . We need to prove that

hppα^ βqq “ T.
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Hence xα, T y and xβ, T y both belong to P, and therefore there exists a con-
struction sequence xδ1, δ2, ..., δmy for α and its associated sequence of truth val-
ues xτ1, τ2, ..., τmy with the properties δm “ α and τm “ T . And there ex-
ists another construction sequence xε1, ε2, ..., εny for β and its associated se-
quence of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the properties εn “ β and τ
1

n “ T .
Hence xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα^ βqy is a construction sequence for pα^ βq.
Because the condition 2. holds for the associated truth value sequences, the
associated sequence of truth values for xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα ^ βqy is
xτ1, τ2, ..., T, τ

1

1, τ
1

2, ..., T, T y, since τm “ T and τ
1

n “ T . Hence, by the defini-
tion of P, we obtain xpα^ βq, T y PP. Hence hppα^ βqq “ T , as desired.

We second suppose that hpαq “ T and hpβq “ F . We need to prove that

hppα^ βqq “ F.

Hence xα, T y and xβ, F y both belong to P, and therefore there exists a con-
struction sequence xδ1, δ2, ..., δmy for α and its associated sequence of truth val-
ues xτ1, τ2, ..., τmy with the properties δm “ α and τm “ T . And there ex-
ists another construction sequence xε1, ε2, ..., εny for β and its associated se-
quence of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the properties εn “ β and τ
1

n “ F .
Hence xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα^ βqy is a construction sequence for pα^ βq.
Because the condition 2. holds for the associated truth value sequences, the
associated sequence of truth values for xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα ^ βqy is
xτ1, τ2, ..., T, τ

1

1, τ
1

2, ..., F, F y, since τm “ T and τ
1

n “ F . Hence, by the defini-
tion of P, we obtain xpα^ βq, F y PP. Hence hppα^ βqq “ F , as desired.

We similarly prove that if hpαq “ F and hpβq “ T , then

hppα^ βqq “ F.

We third suppose that hpαq “ F and hpβq “ F . We need to prove that

hppα^ βqq “ F.

Hence xα, F y and xβ, F y both belong to P, and therefore there exists a con-
struction sequence xδ1, δ2, ..., δmy for α and its associated sequence of truth val-
ues xτ1, τ2, ..., τmy with the properties δm “ α and τm “ F . And there ex-
ists another construction sequence xε1, ε2, ..., εny for β and its associated se-
quence of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the properties εn “ β and τ
1

n “ F .
Hence xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα^ βqy is a construction sequence for pα^ βq.
Because the condition 2. holds for the associated truth value sequences, the
associated sequence of truth values for xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα ^ βqy is
xτ1, τ2, ..., F, τ

1

1, τ
1

2, ..., F, F y, since τm “ F and τ
1

n “ F . Hence, by the defini-
tion of P, we obtain xpα^ βq, F y PP. Hence hppα^ βqq “ F , as desired.

Therefore, Condition 2. holds for h.

Condition 3. Suppose that α and β both belong to S. We need to show that

hppα_ βqq “

"

T if hpαq “ T or hpβq “ T (or both)
F otherwise .
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We first suppose that hpαq “ T . We need to prove that if either hpβq “ T or
hpβq “ F , we always have

hppα_ βqq “ T.

Thus, we prove this by cases.

Case1. Assume hpβq “ T . Hence xα, T y and xβ, T y both belong to P, and there-
fore there exists a construction sequence xδ1, δ2, ..., δmy for α and its associated
sequence of truth values xτ1, τ2, ..., τmy with the properties δm “ α and τm “ T .
And there exists another construction sequence xε1, ε2, ..., εny for β and its as-
sociated sequence of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the properties εn “ β and
τ

1

n “ T . Hence xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα_ βqy is a construction sequence for
pα_βq. Because the condition 3. holds for the associated truth value sequences,
the associated sequence of truth values for xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα_ βqy is
xτ1, τ2, ..., T, τ

1

1, τ
1

2, ..., T, T y, since τm “ T and τ
1

n “ T . Hence, by the definition
of P, we obtain xpα_ βq, T y PP.

Case2. Assume hpβq “ F . Hence xα, T y and xβ, F y both belong to P, and there-
fore there exists a construction sequence xδ1, δ2, ..., δmy for α and its associated
sequence of truth values xτ1, τ2, ..., τmy with the properties δm “ α and τm “ T .
And there exists another construction sequence xε1, ε2, ..., εny for β and its as-
sociated sequence of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the properties εn “ β and
τ

1

n “ F . Hence xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα_βqy is a construction sequence for
pα_βq. Because the condition 3. holds for the associated truth value sequences,
the associated sequence of truth values for xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα_ βqy is
xτ1, τ2, ..., T, τ

1

1, τ
1

2, ..., F, T y, since τm “ T and τ
1

n “ F . Hence, by the definition
of P, we obtain xpα_ βq, T y PP.

Hence hppα_ βqq “ T , as desired.

We similarly prove that if hpβq “ T and either hpαq “ T or hpαq “ F , then

hppα_ βqq “ T.

We third suppose that hpαq “ F and hpβq “ F . We need to prove that

hppα_ βqq “ F.

Hence xα, F y and xβ, F y both belong to P, and therefore there exists a con-
struction sequence xδ1, δ2, ..., δmy for α and its associated sequence of truth val-
ues xτ1, τ2, ..., τmy with the properties δm “ α and τm “ F . And there ex-
ists another construction sequence xε1, ε2, ..., εny for β and its associated se-
quence of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the properties εn “ β and τ
1

n “ F .
Hence xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα_ βqy is a construction sequence for pα_ βq.
Because the condition 3. holds for the associated truth value sequences, the
associated sequence of truth values for xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα _ βqy is
xτ1, τ2, ..., F, τ

1

1, τ
1

2, ..., F, F y, since τm “ F and τ
1

n “ F . Hence, by the defini-
tion of P, we obtain xpα_ βq, F y PP. Hence hppα_ βqq “ F , as desired.

Therefore, Condition 3. holds for h.
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Condition 4. Suppose that α and β both belong to S. We need to show that

hppαÑ βqq “

"

F if hpαq “ T and hpβq “ F
T otherwise .

We first suppose that hpαq “ T and hpβq “ F . We need to prove that

hppαÑ βqq “ F.

Hence xα, T y and xβ, F y both belong to P, and therefore there exists a con-
struction sequence xδ1, δ2, ..., δmy for α and its associated sequence of truth val-
ues xτ1, τ2, ..., τmy with the properties δm “ α and τm “ T . And there exists
another construction sequence xε1, ε2, ..., εny for β and its associated sequence
of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the properties εn “ β and τ
1

n “ F . Hence
xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ñ βqy is a construction sequence for pα Ñ βq.
Because the condition 4. holds for the associated truth value sequences, the
associated sequence of truth values for xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ñ βqy is
xτ1, τ2, ..., T, τ

1

1, τ
1

2, ..., F, F y, since τm “ T and τ
1

n “ F . Hence, by the definition
of P, we obtain xpαÑ βq, F y PP. Hence hppαÑ βqq “ F , as desired.

We second suppose that hpαq “ T and hpβq “ T . We need to prove that

hppαÑ βqq “ T.

Hence xα, T y and xβ, T y both belong to P, and therefore there exists a con-
struction sequence xδ1, δ2, ..., δmy for α and its associated sequence of truth val-
ues xτ1, τ2, ..., τmy with the properties δm “ α and τm “ T . And there exists
another construction sequence xε1, ε2, ..., εny for β and its associated sequence
of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the properties εn “ β and τ
1

n “ T . Hence
xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ñ βqy is a construction sequence for pα Ñ βq.
Because the condition 4. holds for the associated truth value sequences, the
associated sequence of truth values for xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ñ βqy is
xτ1, τ2, ..., T, τ

1

1, τ
1

2, ..., T, T y, since τm “ T and τ
1

n “ T . Hence, by the definition
of P, we obtain xpαÑ βq, T y PP. Hence hppαÑ βqq “ T , as desired.

We third suppose that hpαq “ F and hpβq “ T . We need to prove that

hppαÑ βqq “ T.

Hence xα, F y and xβ, T y both belong to P, and therefore there exists a con-
struction sequence xδ1, δ2, ..., δmy for α and its associated sequence of truth val-
ues xτ1, τ2, ..., τmy with the properties δm “ α and τm “ F . And there exists
another construction sequence xε1, ε2, ..., εny for β and its associated sequence
of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the properties εn “ β and τ
1

n “ T . Hence
xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ñ βqy is a construction sequence for pα Ñ βq.
Because the condition 4. holds for the associated truth value sequences, the
associated sequence of truth values for xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ñ βqy is
xτ1, τ2, ..., F, τ

1

1, τ
1

2, ..., T, T y, since τm “ F and τ
1

n “ T . Hence, by the definition
of P, we obtain xpαÑ βq, T y PP. Hence hppαÑ βqq “ T , as desired.
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We fourth suppose that hpαq “ F and hpβq “ F . We need to prove that

hppαÑ βqq “ T.

Hence xα, F y and xβ, F y both belong to P, and therefore there exists a con-
struction sequence xδ1, δ2, ..., δmy for α and its associated sequence of truth val-
ues xτ1, τ2, ..., τmy with the properties δm “ α and τm “ F . And there exists
another construction sequence xε1, ε2, ..., εny for β and its associated sequence
of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the properties εn “ β and τ
1

n “ F . Hence
xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ñ βqy is a construction sequence for pα Ñ βq.
Because the condition 4. holds for the associated truth value sequences, the
associated sequence of truth values for xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ñ βqy is
xτ1, τ2, ..., F, τ

1

1, τ
1

2, ..., F, T y, since τm “ F and τ
1

n “ F . Hence, by the definition
of P, we obtain xpαÑ βq, T y PP. Hence hppαÑ βqq “ T , as desired.

Therefore, Condition 4. holds for h.

Condition 5. Suppose that α and β both belong to S. We need to show that

hppαØ βqq “

"

T if hpαq “ hpβq
F otherwise .

We first suppose that hpαq “ hpβq. We need to prove that

hppαØ βqq “ T.

We consider two cases.

Case1. Assume hpαq “ hpβq “ T . Hence xα, T y and xβ, T y both belong to P,
and therefore there exists a construction sequence xδ1, δ2, ..., δmy for α and its
associated sequence of truth values xτ1, τ2, ..., τmy with the properties δm “ α
and τm “ T . And there exists another construction sequence xε1, ε2, ..., εny
for β and its associated sequence of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the prop-
erties εn “ β and τ

1

n “ T . Hence xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ø βqy is a
construction sequence for pα Ø βq. Because the condition 5. holds for the
associated truth value sequences, the associated sequence of truth values for
xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ø βqy is xτ1, τ2, ..., T, τ

1

1, τ
1

2, ..., T, T y, since τm “ T
and τ

1

n “ T . Hence, by the definition of P, we obtain xpαØ βq, T y PP. Hence
hppαØ βqq “ T , as desired.

Case2. Assume hpαq “ hpβq “ F . Hence xα, F y and xβ, F y both belong to P,
and therefore there exists a construction sequence xδ1, δ2, ..., δmy for α and its
associated sequence of truth values xτ1, τ2, ..., τmy with the properties δm “ α
and τm “ F . And there exists another construction sequence xε1, ε2, ..., εny
for β and its associated sequence of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the prop-
erties εn “ β and τ

1

n “ F . Hence xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ø βqy is a
construction sequence for pα Ø βq. Because the condition 5. holds for the
associated truth value sequences, the associated sequence of truth values for
xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pαØ βqy is xτ1, τ2, ..., F, τ

1

1, τ
1

2, ..., F, T y, since τm “ F
and τ

1

n “ F . Hence, by the definition of P, we obtain xpαØ βq, T y PP. Hence
hppαØ βqq “ T , as desired.
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We second suppose that hpαq ‰ hpβq. We need to prove that

hppαØ βqq “ F.

We consider two cases.

Case1. Assume hpαq “ T and hpβq “ F . Hence xα, T y and xβ, F y both belong
to P, and therefore there exists a construction sequence xδ1, δ2, ..., δmy for α and
its associated sequence of truth values xτ1, τ2, ..., τmy with the properties δm “ α
and τm “ T . And there exists another construction sequence xε1, ε2, ..., εny
for β and its associated sequence of truth values xτ

1

1, τ
1

2, ..., τ
1

ny with the prop-
erties εn “ β and τ

1

n “ F . Hence xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pα Ø βqy is a
construction sequence for pα Ø βq. Because the condition 5. holds for the
associated truth value sequences, the associated sequence of truth values for
xδ1, δ2, ..., δm, ε1, ε2, ..., εn, pαØ βqy is xτ1, τ2, ..., T, τ

1

1, τ
1

2, ..., F, F y, since τm “ T
and τ

1

n “ F . Hence, by the definition of P, we obtain xpαØ βq, F y PP. Hence
hppαØ βqq “ F , as desired.

Case2. Assume hpαq “ F and hpβq “ T . We similarly prove hppαØ βqq “ F .

Therefore, Condition 5. holds for h.

We have thus completed the proof that a function v satisfying the Conditions
0.-5., in the Theorem 12A, exists. It remains to prove the uniqueness part of the
theorem.

Let S be any set of sentence symbols, and assume that v : S Ñ tF, T u is a truth
assignment. Show there is at most one extension v meeting Conditions 0.–5..

Proof. We prove the uniqueness part of the theorem by induction principle. Sup-
pose v is a truth assignment and v1, v2 are two functions satisfying the conditions
for v. We prove by induction principle that v1pαq “ v2pαq for all wffs α.

Base Case: If α is a sentence symbol belonging to S, then by Conditions 0.,
v1pαq “ vpαq “ v2pαq.

Induction Case: Suppose v1pαq “ v2pαq. We need to show that v1pp αqq “
v2pp αqq. Assume v1pαq “ T . Then v1pp αqq “ F by Condition 1.. Since
v1pαq “ v2pαq, then v2pαq “ T . Then v2pp αqq “ F , by Condition 1.. Thus,
v1pp αqq “ F “ v2pp αqq. The case of v1pαq “ F is similar. Therefore,
v1pp αqq “ v2pp αqq has been proved.

Suppose v1pαq “ v2pαq and v1pβq “ v2pβq.

First, we need to show v1ppα ^ βqq “ v2ppα ^ βqq. Assume v1pαq “ T and
v1pβq “ T . Then v1ppα ^ βqq “ T , by Condition 2.. Since v1pαq “ v2pαq and
v1pβq “ v2pβq, then v2pαq “ T and v2pβq “ T . Then v2ppα ^ βqq “ T , by
Condition 2.. Thus, v1ppα ^ βqq “ T “ v2ppα ^ βqq. Therefore, v1ppα ^ βqq “
v2ppα^ βqq.

Next assume that not both v1pαq “ T and v1pβq “ T . Hence by Condition
2. v1ppα ^ βqq “ F . Also v2pαq “ v1pαq and v2pβq “ v1pβq, hence not both
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v2pαq “ T and v2pβq “ T . Hence, by Condition 2., v2ppα ^ βqq “ F . Thus,
v1ppα^ βqq “ F “ v2ppα^ βqq. Therefore, v1ppα^ βqq “ v2ppα^ βqq.

Second, we consider the case _. Assume v1pαq “ T or v1pβq “ T (or both).
Then v1ppα_ βqq “ T , by Condition 3.. Since v1pαq “ v2pαq and v1pβq “ v2pβq,
then v2pαq “ T or v2pβq “ T (or both). Then v2ppα_ βqq “ T , by Condition 3..
Thus, v1ppα_ βqq “ T “ v2ppα_ βqq. Therefore, v1ppα_ βqq “ v2ppα_ βqq.

Next assume v1pαq “ F and v1pβq “ F . Then v1ppα _ βqq “ F , by Condition
3.. Since v1pαq “ v2pαq and v1pβq “ v2pβq, then v2pαq “ F and v2pβq “ F .
Then v2ppα _ βqq “ F , by Condition 3.. Thus, v1ppα _ βqq “ F “ v2ppα _ βqq.
Therefore, v1ppα_ βqq “ v2ppα_ βqq.

Third, we consider the case Ñ. Assume v1pαq “ T and v1pβq “ F . Then
v1ppαÑ βqq “ F , by Condition 4.. Since v1pαq “ v2pαq and v1pβq “ v2pβq, then
v2pαq “ T and v2pβq “ F . Then v2ppα Ñ βqq “ F , by Condition 4.. Thus,
v1ppαÑ βqq “ F “ v2ppαÑ βqq. Therefore, v1ppαÑ βqq “ v2ppαÑ βqq.

Next we consider the three remaining assumptions of Ñ. Those are v1pαq “ F
and v1pβq “ T , v1pαq “ v1pβq “ T , and v1pαq “ v1pβq “ F . By Condition 4.,
v1ppαÑ βqq “ T satisfies for all the three assumptions. Since v1pαq “ v2pαq and
v1pβq “ v2pβq, then v2pαq and v2pβq satisfies one the three assumptions, those
are v2pαq “ F and v2pβq “ T , v2pαq “ v2pβq “ T , or v2pαq “ v2pβq “ F . Then
v2ppα Ñ βqq “ T , by Condition 4.. Thus, v1ppα Ñ βqq “ T “ v2ppα Ñ βqq.
Therefore, v1ppαÑ βqq “ v2ppαÑ βqq.

Fourth, we consider the case Ø. Assume v1pαq “ v1pβq. Then v1ppαØ βqq “ T ,
by Condition 5.. Since v1pαq “ v2pαq and v1pβq “ v2pβq, then v2pαq “ v2pβq.
Then v2ppαØ βqq “ T , by Condition 5.. Thus, v1ppαØ βqq “ T “ v2ppαØ βqq.
Therefore, v1ppαØ βqq “ v2ppαØ βqq.

Next assume v1pαq ‰ v1pβq. Then v1ppα Ø βqq “ F , by Condition 5.. Since
v1pαq “ v2pαq and v1pβq “ v2pβq, then v2pαq ‰ v2pβq. Then v2ppα Ø βqq “ F ,
by Condition 5.. Thus, v1ppα Ø βqq “ F “ v2ppα Ø βqq. Therefore, v1ppα Ø
βqq “ v2ppαØ βqq.

Thus, we proved that there is at most one extension v meeting conditions 0.–5..
Therefore, we proved the uniqueness part of the theorem.

3 Recursion

We want to consider a general situation where we are given a set U , and a family
F of functions such that for every f P F , the domain of f is Un for some n ě 0,
the co-domain of f is U , i.e. f : Un Ñ U . Such a function f is called n-ary. For
the sake of clarity, when n “ 0, then we consider f to be an element of U , i.e.
f P U is a constant.

We are furthermore given a subsetB of U . We now make the following Definition.
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Definition 1. A subset C Ď U is generated from B by F if the following three
conditions hold:

(a) B Ď C,

(b) For every n-ary function f P F , fpCnq Ď C, and

(c) If C 1 is a proper subset of C such that B Ď C 1, then for some natural number
n, and an n-ary f P F , fppC 1qnq Ę C 1.

Comment. Any subset C of U , for which the condition (b) holds, is called F -
closed. Thus the conditions (b) and (c) together say that C is F -closed, but no
proper subset of C, which contains B, is F -closed. Furthermore, C is generated
from B by F if B Ď C, C is F -closed, and no proper subset of C, containing
B, is F -closed.

Theorem. With the above notation and Definitions, there exists a unique subset
C, of U , generated from B by F .

Definition 2. With the notation introduced above, we say that a subset C, of
U , is freely generated from B by F if C is generated from B by F (see Definition
1.), and the following three conditions holds:

• F1. Every f in F is one-to-one on C;

• F2. For every f in F , the range of f on C is disjoint from B, i.e. fpCq X
B “ ∅; and

• F3. For every f1 and f2 in F , if f1 ‰ f2, then the ranges of f1 and f2 are
disjoint on C, i.e. f1pCq X f2pCq “ ∅.

We frequently encounter the following situation. We are given a function h :
B Ñ V , where V is some set of “values”, and we want to extend, h to a function
h : C Ñ V , assigning “values” to all elements of C, according to some “rules”
associated with the functions in F : Such an extension h exists when C is freely
generated from B by F . The following Recursion Theorem contains a rigorous
formulation of the preceding informal comments.

In addition to the function h : B Ñ V , we are also given, for each f P F , a
corresponding “rule” f̃ , which has the property that, if f is n-ary, then f̃ : V n Ñ

V .

Recursion Theorem. Suppose that C is freely generated from B by F , h :
B Ñ V , and each f in F has an associated f̃ as described above.

Then there is a unique function h : C Ñ V satisfying the following conditions:

(i) For x in B, hpxq “ hpxq;

(ii) For every f P F , if f is n-ary, then for every x1, x2, ..., xn P C, hpfpx1, x2, ..., xnqq “
f̃phpx1q, hpx2q, ..., hpxnqq.

We will now show how the Truth Assignment Theorem (Theorem 12 A, p.23 in
[1]) can be obtained as a consequence of the Recursion Theorem. We begin by
specifying the parameters for the desired application of the Recursion Theorem.
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We will set U to be the set of all LSL-expressions, and F “ tε , ε^, ε_, εÑ, εØu
be the set of the formula-building operations, as explained at the beginning of the
paper, on p.2. Thus ε : U Ñ U is unary, and the remaining four ε^, ε_, εÑ, εØ
mapping U2 Ñ U , are binary.

We also set B “ S, where S is an arbitrary set of sentence symbols.

Furthermore we set V “ tT, F u to be the set of truth values and we define
ε̃ : V Ñ V , and ε̃^, ε̃_, ε̃Ñ, ε̃Ø : V 2 Ñ V in accord with the conditions 1.-5.
on pages 20, 21 in [1], i.e. ε̃ pT q “ F, ε̃ pF q “ T ; ε̃^pT, T q “ T, ε̃^pT, F q “
ε̃^pF, T q “ ε̃^pF, F q “ F ; ε̃_pT, T q “ ε̃_pT, F q “ ε̃_pF, T q “ T, ε̃_pF, F q “
F ; ε̃ÑpT, T q “ ε̃ÑpF, T q “ ε̃ÑpF, F q “ T, ε̃ÑpT, F q “ F ; ε̃ØpT, T q “ ε̃ØpF, F q “
T, ε̃ØpT, F q “ ε̃ØpF, T q “ F.

We now observe that the set S, which is the set of all wffs α, such that every
sentence symbol occurring in α belongs to S, is a freely generated subset of
the set U of all LSL expressions, with the set B of the generating elements
being S, and the set of generating functions F being tε , ε^, ε_, εÑ, εØu. This
fact is simply the Unique Readability Theorem for the wffs of LSL. In addition
to the class notes, this Theorem is stated on page 40 in [1], and we also rely
on this theorem in the proof of the Main Lemma earlier in the paper. Thus
to obtain the Truth Assignment Theorem as an application of the Recursion
Theorem, we will set C “ S. We finally set h : B Ñ V to be an arbitrary
truth assignment v : S Ñ tT, F u. It is then clear from the preceding discussion
that all assumptions of the Recursion Theorem hold, and thus there exists a
unique function v “ h : S Ñ tT, F u satisfying the conditions (i) and (ii) of the
Recursion Theorem.

It thus remains to verify that the condition function v : S Ñ tT, F u we obtained.
Similarly as in our first prove of the Theorem 12A, it remains to verify that the
conditions 0.-5. hold for the function v : S Ñ tT, F u we just obtained.

We now proceed to do so.

Condition 0. Suppose that α is a sentence symbol belonging to S, i.e. α “ An P

S. But in our application of the Recursion Theorem, we have set B “ S, and
thus by the condition (i) in the statement of the Recursion Theorem, we obtain
hpαq “ hpαq, i.e. vpαq “ vpαq, having set h “ v. Hence the Condition 0. holds.

Condition 1. Let α P S. We need to show that

vpp αqq “

"

T if vpαq “ F
F if vpαq “ T.

In our application of the Recursion Theorem we have set C “ S, and we have
ε P F , and the condition (b) of Definition 1 holds. Hence, ε pαq “ p αq P C “
S. Thus by the condition (ii) of the Recursion Theorem, we obtain hpε pαqq “
ε̃ phpαqq, i.e.
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vpp αqq “ ε̃ pvpαqq “

"

T if vpαq “ F
F if vpαq “ T

in accord with the specification of ε̃ . Thus the Condition 1. holds.

Condition 2. Let α and β both belong to S. We need to show that

vppα^ βqq “

"

T if vpαq “ vpβq “ T
F otherwise.

In our application of the Recursion Theorem we have set C “ S, and we have
ε^ P F , and the condition (b) of Definition 1 holds. Hence, ε^pα, βq “ pα ^
βq P C “ S. Thus by the condition (ii) of the Recursion Theorem, we obtain
hpε^pα, βqq “ ε̃^phpαq, hpβqq, i.e.

vppα^ βqq “ ε̃^pvpαq, vpβqq “

"

T if vpαq “ vpβq “ T
F otherwise

in accord with the specification of ε̃^. Thus the Condition 2. holds.

Condition 3. Let α and β both belong to S. We need to show that

vppα_ βqq “

"

T if vpαq “ T or vpβq “ T (or both)
F otherwise.

In our application of the Recursion Theorem we have set C “ S, and we have
ε_ P F , and the condition (b) of Definition 1 holds. Hence, ε_pα, βq “ pα _
βq P C “ S. Thus by the condition (ii) of the Recursion Theorem, we obtain
hpε_pα, βqq “ ε̃_phpαq, hpβqq, i.e.

vppα_ βqq “ ε̃_pvpαq, vpβqq “

"

T if vpαq “ T or vpβq “ T (or both)
F otherwise

in accord with the specification of ε̃_. Thus the Condition 3. holds.

Condition 4. Let α and β both belong to S. We need to show that

vppαÑ βqq “

"

F if vpαq “ T and vpβq “ F
T otherwise.

In our application of the Recursion Theorem we have set C “ S, and we have
εÑ P F , and the condition (b) of Definition 1 holds. Hence, εÑpα, βq “ pα Ñ
βq P C “ S. Thus by the condition (ii) of the Recursion Theorem, we obtain
hpεÑpα, βqq “ ε̃Ñphpαq, hpβqq, i.e.

vppαÑ βqq “ ε̃Ñpvpαq, vpβqq “

"

F if vpαq “ T and vpβq “ F
T otherwise

in accord with the specification of ε̃Ñ. Thus the Condition 4. holds.
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Condition 5. Let α and β both belong to S. We need to show that

vppαØ βqq “

"

T if vpαq “ vpβq
F otherwise.

In our application of the Recursion Theorem we have set C “ S, and we have
εØ P F , and the condition (b) of Definition 1 holds. Hence, εØpα, βq “ pα Ø
βq P C “ S. Thus by the condition (ii) of the Recursion Theorem, we obtain
hpεØpα, βqq “ ε̃Øphpαq, hpβqq, i.e.

vppαØ βqq “ ε̃Øpvpαq, vpβqq “

"

T if vpαq “ vpβq
F otherwise

in accord with the specification of ε̃Ø. Thus the Condition 5. holds.

4 Conclusion

In this paper, we have proved the Truth Assignment Theorem for the language of
sentential logic. We have done this in two different ways. In the first approach,
we have proved the theorem “directly”, i.e. we have provided a complete proof
with the exception that we are using the Unique Readability Theorem for the
language of sentential logic without proof. In the second approach, we derive
the Truth Assignment Theorem as a consequence of a general formulation of
the Recursion Theorem. We again use the Unique Readability Theorem without
proof.
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